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Abstract. Discovering complex and meaningful relationships, which we call 
Semantic Associations, is an important challenge. Just as ranking of documents 
is a critical component of today’s search engines, ranking of relationships will 
be essential in tomorrow’s semantic search engines that would support discov-
ery and mining of the Semantic Web. Building upon our recent work on speci-
fying types of Semantic Associations in RDF graphs, which are possible to cre-
ate through semantic metadata extraction and annotation, we discuss a frame-
work where ranking techniques can be used to identify more interesting and 
more relevant Semantic Associations. Our techniques utilize alternative ways 
of specifying the context using ontology. This enables capturing users’ interests 
more precisely and better quality results in relevance ranking. 

1   Introduction 

The focus of contemporary data and information retrieval systems has been to pro-
vide efficient support for the querying and retrieval of data. Search engines have 
made good progress in the ability to locate one of the relevant pieces of information 
from among huge information on the Web. There has also been noteworthy progress 
in metadata extraction, which involves recognition of entities such as names of per-
sons, locations, and in some cases, domain specific attributes of entities. Semantic 
metadata are metadata elements that describe in context, domain specific information 
offering additional insight about a document or other content items. For example, 
relevant semantic metadata relating to a content item about a terrorist organization 
could be countries the organization is active in, known terrorist activities, key organ-
izational members, number of members on watch lists, etc. The progress in informa-
tion retrieval or search does not extend to support effective decision-making and 
knowledge discovery. 

Due to the increasing move from data to knowledge, and the increasing popular-
ity of the vision of the Semantic Web [3], there is significant interest and ongoing 
work, in automatically extracting and representing the metadata as semantic annota-
tions to documents and services on the Web [18,8,7]. Several communities such as 
the Gene Ontology Consortium, Federal Aviation Administration (Aviation Ontol-
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ogy), Molecular Biology Ontology Working Group, Stanford University’s Knowl-
edge Systems Lab (Enterprise Ontology), are also coming together, to effectively 
conceptualize the domain knowledge, and enable standards for exchanging, managing 
and integrating data more efficiently. Research in the Semantic Web has also 
spawned several commercially viable products through companies such as Semagix 
[17,14] and Ontoprise [15] to name a few. 
 Given these developments, the stage is now set for the next generation of tech-
nologies, which will facilitate getting actionable knowledge and information from 
massive data sources thereby assisting in information analysis. Many users try to 
analyze information by either browsing the information space, or using a search en-
gine. Search engine based systems only locate documents based on keywords or key 
phrases. These approaches are not very representative of what the user actually wants. 
Therefore, most of the retrieved documents are either irrelevant, or contain the infor-
mation buried deep within other data. The onus is then on the user, who must decide, 
which of the retrieved documents are relevant, and then use their mental model, of the 
information they are looking for, in order to obtain the relevant information.   

The main goal of this work is to ease the process of analyzing across different 
sources of data and enable users to uncover previously unknown and potentially in-
teresting relations (or associations) [2,19]. In the quest for finding associations, it is 
also possible to find too many of them between the entities. Therefore, it is also im-
portant to locate interesting and meaningful relations and to rank them before present-
ing to the user.  

1.1   Semantic Associations 

The associations lend meaning to information, making it understandable and action-
able, and provide new and possibly unexpected insights. When we consider data on 
the Web, different entities can be related in multiple ways that cannot be pre-defined. 
For example, a “professor” can be related to a “university”, “students”, “courses”, 
and “publications”; but s/he can also be related to other entities by different relations 
like hobbies, religion, politics, etc. In the semantic Web vision, the Resource Descrip-
tion Framework (RDF) data model [11] provides a framework to capture the meaning 
of an entity (or resource) by specifying how it relates to other entities (or classes of 
resources). Each of these relationships between entities is what we call a “semantic 
association” and users can formulate queries to find the semantic association(s). For 
example, semantic association queries in flight security domain may include the fol-
lowing:  

1. Is the passenger known to be associated with an organization on the watch 
list? 

2. Does the passenger work for an organization that is known to sponsor an or-
ganization on a watch-list? 

3. Is there a connection between the passenger and one or more passengers on 
the same flight or different flights?   

Most of useful semantic associations involve some intermediate entities and associa-
tions. Relationships that span several entities may be very important in domains such 
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as national security, because this may enable analysts to see the connections between 
disparate people, places and events. 

Semantic associations are based on intuitive notions such as connectivity and se-
mantic similarity. In [2], we have presented a formalization of semantic associations 
over metadata represented in RDF. Concepts are linked together by properties de-
noted by arcs and labeled with the property name. Different types of semantic asso-
ciations in an RDF graph are formally defined in the following:  
 
Definition 1 (Semantic Connectivity): Two entities e1 and en are semantically con-
nected if there exists a sequence e1, P1, e2, P2, e3, … en-1, Pn-1, en in an RDF graph 
where ei, 1 ≤ i ≤ n, are entities and Pj, 1 ≤ j < n, are properties. 

Definition 2 (Semantic Similarity): Two entities e1 and f1 are semantically similar if 
there exist two semantic paths e1, P1, e2, P2, e3, … en-1, Pn-1, en and f1, Q1,  f2, Q2, f3, 
…, fn-1, Qn-1, fn semantically connecting e1 with en and f1 with fn, respectively, and 
that for every pair of properties Pi and Qi, 1 ≤ i < n, either of the following conditions 
holds: Pi = Qi or Pi ⊆ Qi or Qi ⊆ Pi (⊆ means rdf:subPropertyOf ). We say that the 
two paths originating at e1 and f1, respectively, are semantically similar. 

Definition 3 (Semantic Association): Two entities ex and ey are Semantically Associ-
ated if ex and ey are semantically connected or semantically similar. 

We use the following operators for expressing queries about semantic associations.  

Definition 4 (ρ-Query) A ρ-Query, expressed as ρ(x, y), where x and y are entities, 
results in the set of all semantic paths that connect x and y. 
Definition 5 (σ-Query) A σ-Query, expressed as σ(x, y), where x and y are entities, 
results in the set of all pairs of semantically similar paths originating at x and y.  

We are currently working on a ranking technique for similarity associations, which is 
not discussed in this paper. Furthermore, it is conceptually different than ranking 
semantic connections because it involves ranking the set of all pairs of semantically 
similar paths originating at entities x and y. Thus semantic associations and semantic 
association queries are used to refer to only semantic connectivity and ρ-Queries 
respectively in the rest of the paper. 

1.2   Ranking Semantic Relations 

A typical semantic query can result in many semantic paths semantically linking the 
entities of interest. Because of the expected high number of paths, it is likely that 
many of them would be regarded as irrelevant with respect to the user’s domain of 
interest. Thus, the semantic associations need to be filtered according to their per-
ceived relevance. Also, a customizable criterion needs to be imposed upon the paths 
representing semantic associations to focus only on relevant associations. Addition-
ally, the user should be presented with a ranked list of resulting paths to enable a 
more efficient analysis. The issues of filtering and ranking raise some interesting and 
challenging scientific problems. 



To determine the relevance of semantic associations it is necessary to capture the 
context within which they are going to be interpreted and used (or the domains of the 
user interest). For example, consider a sub-graph of an RDF graph representing two 
soccer players who belong to the same team and who also started a new restaurant 
together. If the user is just interested in the sports domain the semantic associations 
involving restaurant related information can be regarded as irrelevant (or ranked 
lower).  This can be accomplished by enabling a user to browse the ontology and 
mark a region (sub-graph) of nodes and/or properties of interest. If the discovery 
process finds some associations passing through these regions then they are consid-
ered relevant, while other associations are ranked lower or discarded. More formally, 
ontological regions can represent context. In this paper we present a flexible method 
for specifying context through an ontology-based context specification language.  

Ranking of semantic associations effectively requires more than using the “onto-
logical context” for relevance determination. The ranking process needs to take into 
consideration a number of criteria which can distinguish among associations which 
are perceived as more and less meaningful, more and less distant, more and less 
trusted etc. In this paper, the ranking score assigned to a particular semantic associa-
tion is defined as a function of these parameters. Furthermore different weights can 
be given to different parameters according to users’ preferences (e.g., trust could be 
given more weight than others). This is a new and different problem than ranking 
documents using traditional search engines where documents are usually ranked ac-
cording to the number of (sometimes subject-specific) references to them.  

Thus our contributions in this paper are two-folds: 
• Capturing users’ interests semantically through an ontology-based context 

specification language, 
• Using a ranking function incorporating user-defined semantics (e.g., context) 

and universal semantics (e.g., associations conveying more information). 
The rest of the paper is organized as follows: Section 2 presents related work. Section 
3 introduces context specification language and discusses ranking technique. Section 
4 concludes the paper. 

2   Related Work 

Knowledge representation approaches tried to capture relationships based on logics, 
or sets theory, etc. Our approach is to consider relations in the semantic Web, those 
that are expressed semantically using the RDF model. Then from a set of semantic 
associations we try to distinguish the relevant ones quantitatively. Research in the 
area of ranking semantic relations includes [12], where the notion of “semantic rank-
ing” is presented to rank queries returned within semantic Web portals. Their tech-
nique reinterprets query results as “query knowledge-bases”, whose similarity to the 
original knowledge-base provides the basis for ranking. The actual similarity between 
a query result and the original knowledge-base is derived from the number of similar 
super classes of the result and the original knowledge-base. In our approach, the rele-
vancy of results usually depends on a context defined by users.  



Our earlier work [2] introduces using “context”, path length, and property rele-
vance as a basis for ranking. Basically, [2] defines a notion of context which includes 
a set of ontologies and a set of relationship name pairs with a value. The value indi-
cates the precedence level, a degree of importance for a particular context. This ap-
proach considers context based on value assignments for different ontologies. In this 
work instead, we provide context specification at a level (of classes and properties) 
that allows precise definitions of areas of interest for the user. 

While the issues of ranking semantic relations are fundamentally different from 
those addressed in contemporary information retrieval ranking approaches, it is worth 
discussing some of these techniques. [5] presents the page rank algorithm used by 
Google. Page rank weights are assigned on the basis of page references, thus more 
popular pages have a higher rank. [21] presents Teoma’s technique of subject specific 
popularity, in which a page’s rank is based on the number of same-subject pages that 
reference it, not just its general popularity. Earlier, Northern Light had introduced the 
concept of folders and the documents resulting from keyword search results were 
segregated by these folders representing relevant categories. While relevant, these 
ranking algorithms lack the consideration of formal semantics (as captured through 
ontology representation) and explicitly specified context when assigning ranks, both 
of which are needed when ranking semantic associations. Although the current se-
mantic association ranking scheme differs from ranking Web pages through not in-
volving social contributors such as a voting mechanism, it is an interesting research 
direction to involve similar techniques for assessing importance and value of seman-
tic associations. 

Attempts to model context include [9], which proposed a context representation 
mechanism to solve conflicts of semantic and schematic similarities between database 
objects. [6] introduced an ontology that captures users’ context and situation by con-
sidering goals, tasks, actions and system’s context in order to observe and model 
human activities. The approach is mainly focused to use context to reduce user’s 
intervention in the system.  

3   Ranking Semantic Associations 

In this work, we provide semantic associations which are ranked for a given semantic 
association query. Our approach for ranking semantic associations is primarily based 
on capturing the interests of a user. Therefore, a context specification is the first step 
towards measuring how relevant a semantic association is. 

3.1   Context Specification 

A context specification captures the users’ interest in order to provide her with the 
relevant knowledge within numerous indirect relationships between the entities. We 
consider data in an RDF model with an associated RDF Schema [4] that describes the 
relationships between entities. Since the types of the entities are described in the RDF 
Schema, we can use the associated class and relationship types to restrict our attention 



to the entities and relations of interest. Thus, by defining regions (or sub-graphs) of 
the RDF Schema (RDFS) we are capturing the areas of interest of the user. Particu-
larly important for us is the ability to define that the path of interest (semantic asso-
ciation) should include properties and/or classes of interest for the user. A region of 
interest is a subset of classes (entities) and properties of a schema.  

The detail to which a region of interest can be specified may vary for different ap-
plications. We have considered the following cases: (i) Class level: paths that include 
instances of that class are relevant, and (ii) Property level: paths including the speci-
fied properties are relevant. 

Within the Class level, we may also restrict or allow subclasses to be considered 
relevant as well as the classes higher in the class hierarchy. For example, an “Organi-
zation” class may be considered relevant together with subclasses “PoliticalOrgani-
zation”, “FinancialOrganization” and “TerroristOrganization”, but a class “Account” 
that is parent of the class “CorporateAccount” may not be of importance.  

At a Property level, we can specify restrictions similar to those of the Class level. 
An interesting and powerful context restriction that can be specified in properties is 
indication of which classes the property can be applied to (“domain” in RDFS) as 
well as which classes a property points to (“range” in RDFS). An example is a prop-
erty “involvedIn” with a domain “Organization” and range “Event” (that is, Organi-
zation  involvedIn  Event). Our context specification allows restriction of the 
type of classes for domain and/or range. For example, it is possible to indicate that the 
property “involvedIn” is relevant when the entity that it is applied to is of class “Ter-
roristOrganization” (a subclass of “Organization”). 

We specify in a flexible yet detailed manner which Classes and Properties are rele-
vant using XML.  The following is an example of specifying Classes with restric-
tions: 

<region id="R1" weight=".65"> 

  <classLevel name="TerroristAct" includeSubclasses="all"/> 

  <classLevel name="TerroristOrg" includeSubclasses="no"/> 

  <propertyLevel name="involvedIn" domainRestrictions="TerroristOrg" 
rangeRestrictions="TerroristAct, Kidnapping, SuicideAttack" /> 

</region> 

A region has a weight defining its relative importance. The particular XML example 
shown above captures the area of interest that is used as region A in Fig. 5 in Section 
3.2.2. Note that a user can define several ontological regions with different weights to 
specify the association types s/he is interested in. 

3.2   Weight Assignments 

Semantic associations represented as paths connecting two entities can span across 
multiple domains (or regions) and involve any number of entities and properties. Our 
ranking approach defines a path rank as a function of various intermediate weights. 



As a path is traversed it will have many different intermediate weights which ulti-
mately contribute to its overall rank. We classify these weights into two categories, 
Universal and User-Defined. 

3.2.1   Universal Weights 

Certain weights will influence a path rank regardless of the query or context of inter-
est. We call them Universal Weights. The following subsections identify and define 
Universal Weights that contribute to the overall path rank. 
 
Subsumption Weight. When considering entities in ontology, those that are lower in 
the hierarchy can be considered to be more specialized instances of those further up 
in the hierarchy [16]. Thus, lower entities have more specific meaning. Fig. 1 depicts 
a class, “Organization”, as well as various subclasses of it. In the figure, “Organiza-
tion” is the highest class in the hierarchy, and thus is the most general. It is clear that 
a “Political Organization” is a more defined “Organization”.  
 

 
Fig. 1. Class Hierarchy Example  

Similarly, a “Democratic Political Organi-
zation” conveys more meaning than both an 
“Organization” and a “Political Organiza-
tion”. Hence, it is very apparent that as the 
hierarchy is traversed from the top down, 
subclasses become more specialized than 
their super-classes. The concept of class 
specialization in a path is captured by a 
Universal Weight that we call a Subsump-
tion Weight. The intuition is assigning more 
weights to more “specific” semantic asso-
ciations because they convey more meaning 
then “general” associations. 

We will now provide some brief definitions used to define the overall Subsumption 
Weight of a path. First, we define a component, c, within a path P to be any entity or 
property contained in P. Thus, c = {entity}|{property}. 

Next we define a component weight of the ith component ci, in a path P such that 

Component Weight i = 
H

H
ic  . 

(1) 

where 
icH is the position of the ith component in its hierarchy H (the class at the top 

has value 1) and │H│ is the total height of the classes/properties hierarchy. Hence, 
Component Weighti  (0,1] . For example, given Fig. 1 above, the component weight 
of the classes Democratic Political Organization, c3, and Political Organization, c2, 
would be 
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We can know define the overall Subsumption Weight of a path P such that 

SP = ∏
+

=

×
1||

2||
1 c

i
ic

c
 . 

(3) 

where |c| is the number of components in P (excluding the start and end entities be-
cause they will never change in a result set) and ci is the component weight of the ith 
component in the path. Thus the Subsumption Weight of a path P, SP, is the product of 
all the component weights within P, normalized by the number of components in the 
path (to avoid bias in path length). To illustrate this, we use the ontology that has 
been developed for the national security domain in our lab (see Fig. 2). 
 

 
Fig. 2. Sample Ontology 

Consider the following paths between entities e1 and e5 depicted in Fig. 3. First, one 
can see that all three paths are somewhat similar. The middle path seems to be a bit 
more specific that the top path, in that the person is member of a “Terrorist Organiza-
tion,” not just any “Organization,” that is “involvedIn” a “Suicide Attack”. When 



inspecting the bottom path we see that this person is actually a “leaderOf” some “Ter-
rorist Organization” that was “involvedIn” the same “Suicide Attack”. Thus we as-
sume that the third path conveys more meaning than the first two. When ranking 
these three paths with respect to their total meaning conveyed, one would expect to 
see that last path ranked higher than the others (in absence of additional user defined 
context/weights). 
 

 

 
Fig. 3. Subsumption Weight Example 

Now we will determine the Subsumption Weight, S1, of the first path in Fig. 3, e1  
e2  e5. The corresponding Subsumption Weight for this path would be given by 

S1  = )
1
1

2
1

2
1(

3
1

×××  = .083 . 
(4) 

Similarly, the middle path  e1  e3  e5  has a Subsumption Weight of .167 and a 
higher value of .334 for the path e1  e4  e5. 

Hence as desired previously, with respect to only the meaning conveyed in the 
path, the Subsumption Weight will assign higher weights to paths with a more defined 
meaning. Thus, quality and completeness of the ontology become important to avoid 
biased ranking ([16] addresses issues on explicitness and formalization of ontolo-
gies). Note that we are considering specificity of relations besides entities. This is 
why the third semantic association is ranked higher than the second one. Furthermore, 
statistical properties of ontology (e.g., connectivity of certain nodes, etc.) can con-
tribute to Universal Weight yet discussion of those metrics is out of scope of this 
paper. 

3.2.2   User-Defined Weights 

In contrast to Universal Path Weights, some path weights will be query (or context) 
specific. These will be referred to as User-Defined Weights. The following subsec-
tions identify and define User-Defined Weights that contribute to the overall path 
rank. 
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Path Length Weight. In some queries, a user may be interested in the most direct 
paths (i.e., the shortest path). This may infer a stronger relationship between two 
entities. Yet in other cases a user may wish to find possibly hidden, indirect, or dis-
crete paths (i.e., longer paths). The latter may be more significant in domains where 
there may be deliberate attempts to hide relationships; for example, potential terrorist 
cells remain distant and avoid direct contact with one another in order to defer possi-
ble detection [10] or money laundering [1] involves deliberate innocuous looking 
transactions. Hence, the user should determine which Path Length influence, if any, 
should be used (largely domain dependent). 

We will now define the Path Length Weight, L, of a path P, where LP  [0, 1]   
If a user wants to favor shorter paths, (5a) is used, where |c| is the number of compo-
nents in the path P (excluding the first and last nodes). In contrast, if a user wants to 
favor longer paths (5b) is used. 

LP = 
||

1
c

 (a);  LP = 1 - 
||

1
c

 (b). 
(5) 

 

 
Fig. 4. Path Length Examples 

To demonstrate the Path Length Weight, consider Fig. 4. This figure depicts two 
possible paths between a person and an organization. Given this example, suppose a 
user is interested in more direct path between entities. In this case, the longer of the 
two paths (call it P1) should be ranked lower than the shorter one (P2), so (5a) should 
be used.   

Using (5a), the Path Length Weight of the two paths would be  

9
1

1
=PL  , where as 

1
1

2
=PL  . 

(6) 

Thus the shorter of the two paths has a higher rank value as initially expected. If a 
user were alternatively interested in longer paths, (5b) would be used instead. In this 
case  

889.
9
11

1
=−=PL , where as 0

1
11

2
=−=PL  . 

(7) 

Thus, P1 has a higher Path Length Weight than P2, again as desired. 
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Context Weight. As discussed in Section 3.1, it is possible to capture a user’s inter-
est through a Context Specification. Thus, using the context specified, it is possible to 
rank a path according to its relevance with a user’s domain of interest. 

With the Context Specification proposed in Section 3.1, a user can assign a weight 
to particular regions of ontology. When considering how to use these weights many 
issues arise. For example, paths can pass through numerous regions of interest. Large 
and/or small portions of paths can pass through these regions as well. Another con-
sideration is whether all of the nodes in a path actually lie within a specified region. 
While we could omit paths that contain some nodes outside of all regions, we have 
decided to rank them lower because they are still considered relevant since they pass 
through some region. Suppose a user specifies the following region A containing the 
class “TerroristAct” and its subclasses and region B containing the class “Financia-
lOrganization” and its subclasses. The resulting regions, A and B, are within the ter-
rorist and financial domains respectively. Fig. 5 illustrates various paths which pass 
through these regions.  
 

 
Fig. 5. Context Related Paths 

The topmost path (call it P1) passes through regions B and A, the middle path (P2) 
passes through region B, and the third path (P3) at the bottom passes through region 
A. Next, let the (user-defined) weight associated with a region x be represented as rx. 
Also assume that rA = .75 and rB = .50 . 

The weight assignment illustrates the user is more interested in terrorism domain 
but also wants to consider financial associations, albeit with lesser priority. If we take 
into consideration the components of a path, excluding its start and end entities, the 
expected ranking of these three paths would be P3, P1, P2. Path P3 would have the 
highest rank because all of its components (entities and properties) are included in 
some context, which happens to be the context with the highest weight. P1 would be 
ranked next because it has a component in B, but (unlike P2) also has a component in 
A. Given this background we will define the Context Weight of a path. First, let the ith 
region be represented by Ri. Thus, we define the Context Weight of a given path P, 
CP, such that 
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where ri is the user defined weight of the region Ri, c is a component in the path P 
(excluding the start and end entities), and |c| is number of components in the path 
(again excluding the start and end entities). That is, for each context that P passes 
through, sum the total number of components in P that are in the region Ri and multi-
ply it by the weight attributed to that region, ri. In order to reward paths in which all 
components are included in some region, the total number of components not in any 
region is divided by the total number of components, which is then subtracted from 1. 
This is then multiplied by the previous summation. Lastly, this total is normalized by 
the total number of components in the path. Note that a property component is con-
sidered to be in some region if it is entirely included in that region or one of the enti-
ties it is involved with (at either end) is in that region. If the two entities in which 
some property is involved are contained in two separate regions, the higher of the two 
region weights will be the region weight for that property. Also note that due to the 
subclass relationship of entities, properties which do not directly appear in a region 
may actually be included in some situations. To illustrate this, we will assign a Con-
text Weight to the three paths presented Fig. 5.   

P1 passes through both regions A and B, which have a weight of .75 and .50 re-
spectively. In both of these regions, three components are involved. Thus the initial 
summation is (0.75 × 3) + (0.5 × 3) = 3.75. There is one component (Organization) in 
P1 which is not included in a region, so we have  

21.3)
7
11(75.3 =−×  . 

(9) 

This is normalized by the number of components in P1, hence we have 

458.21.3
7
1

1
=×=PC  . 

(10) 

Next consider P2. This path only passes through region B, which has a weight .50.  In 
this region, three components are involved. Thus the initial summation is (0.50 × 3) = 
1.5. There are two components (“friendOf” and “Person”) in P2 which are not in-
cluded in a region, so we have  

9.)
5
21(5.1 =−×  . 

(11) 

This is normalized by the number of components in P2, so 

18.9.
5
1

2
=×=PC  . 

(12) 

Lastly, consider P3. This path only passes through region A, which has a weight .75. 
In this region, five components are involved. Thus the initial summation is (0.75 × 5) 



= 3.75. There are no components in P3 which are not included in some region, so we 
have  

75.3)
2
01(75.3 =−×  . 

(13) 

This is normalized by the number of components in P3, so 

75.75.3
5
1

3
=×=PC  . 

(14) 

Hence, as expected initially the ranking is P3 (0.75), P1 (0.458), and P1 (0.18).   
 
Trust Weight. Various relationships (properties) in a path originate from different 
sources. Some of these sources may be trusted while others may not (e.g., Reuters 
could be regarded as a more trusted source on international news than some of the 
other news organizations). Thus, trust values need to be assigned to relationships 
depending on the source. The process of automatically assigning trust to a specific 
relationship is out of the scope of this paper; instead we assume that users or other 
processes previously specified the trust value of relationships. Let the trust weight of 
the ith property pi of a path be 

ipt , where 
ipt  [0,1]. We now define the Trust 

Weight of an overall path P as 

TP = ∏
∈

=

P

i

cp

i
pt

#

1

 . 
(15) 

where cP are all the property components within the path P. Thus, TP is the product of 
all property weights in the P.  

3.3   Ranking Criterion 

Section 3.2, defines various path weight influences. We will now define the overall 
path rank, using these weights. As mentioned earlier, Universal Weights will always 
affect the overall path weight, while the User-Defined Weights will only be used 
when specified by the user. Let the Overall Path Weight of a path P denoting a se-
mantic association be a linear function such that 

WP = k1 ×  SP + k2 ×  LP + k3 ×  CP + k4 ×  TP . (16) 

where ki add up to 1.0 and are intended to allow fine-tuning of the different ranking 
criteria (e.g., trust can be given more weight than path length). 



3.4 Preliminary Results 

As a test-bed for querying semantic associations we have implemented a prototype 
named PISTA (see Fig. 6). In PISTA (Passenger Identification, Screening, and Threat 
Analysis) we have designed an ontology for national security domain (see Fig. 2). 
This ontology has names of organizations, countries, people, terrorists, terrorist acts 
etc. that are all inter-related to each other with named relationships to reflect real-
world knowledge about the domain (e.g., “terrorist” “belongs to” “terrorist organiza-
tion”). 

 
Fig. 6. PISTA Architecture 

 
The sources from which metadata were extracted were selected to populate the ontol-
ogy with entities related to terrorism. The metadata is represented in RDF, on which 
semantic association queries were performed. For information extraction we have 
used Semagix’s suite which includes a set of tools for extraction of entities from 
(semi)-structured information sources [17]. This toolkit allows extraction of entities 
from Web pages and establishes relationships between them. This extraction is based 
on our national security ontology thereby placing an extracted entity in its appropriate 



place in the hierarchy of classes. Currently, there are over 6,000 entities and more 
than 11,000 explicit relations among them. 

For querying semantic associations, we have implemented search algorithms, 
which use the schema information in conjunction with the RDF data that find seman-
tic associations (Definition 3) that represent the relationships between any two enti-
ties. We represent both the RDF Schema and the RDF data as main memory directed 
graphs based on the Jena model [13]. Then, search for semantic similarity recursively 
finds similar paths between two entities by relaying on the schema to find similar 
entities/relationships (i.e., which belong to same parent class) (see Definition 2). We 
also use a graph traversal algorithm (based on breadth-first search), which does not 
consider the direction of the edges when searching for semantic connectivity associa-
tions (see Definition 1). 

For example, consider following semantic association query ρ(“Nasir Ali”, 
“AlQeada”). In PISTA this query results in 2234 associations. A small subset of 
these associations is shown in the table below (not in a particular order). 

 
Nasir Ali  friendWith  T. Smith  memberOf  AlQeada   
Nasir Ali  friendWith  Cabbar Ali  visited  Afganistan  hosts  AlQeada   
Nasir Ali  friendWith  T. Smith  hasAccount  J. Funds  fundsOrganization  AlQeada  
Nasir Ali  friendWith  OsamaBinLaden  leaderOf  AlQeada  
Nasir Ali  hasAccount  J. Funds  fundsOrganization  AlQeada 
Nasir Ali  associatedWith  A. G. College  hasAccount  J. Funds  fundsOrganization  
AlQeada    
Nasir Ali  memberOf  TRO  memberOf  OsamaBinLaden  leaderOf  AlQeada 
Nasir Ali  associatedWith  TRO  doesBusinessWith  AlQeada 
 

For illustration, we have a context defined by a region that captures ‘terrorism’ inter-
est with weight of 0.6 (lower region in Fig. 2) and another region capturing ‘finan-
cial’ interest with weight of 0.4 (upper region in Fig. 2). The following table shows 
how the relationships are ranked when we apply our ranking formula. The ranking 
criteria (constants ki in equation (16)) for this example assign values of 0.6 to context 
weight, 0.2 to subsumption weight, 0.1 to path length weight (longer paths favored), 
and 0.1 to trust weight (we assumed same trust for all entities/properties in this exam-
ple). 

 
Ranked Results  Rank 
Nasir Ali  memberOf  TRO  memberOf  OsamaBinLaden  leaderOf  AlQeada 0.5560 
Nasir Ali  associatedWith  TRO  doesBusinessWith  AlQeada 0.5488 
Nasir Ali  has Account  J. Funds  fundsOrganization  AlQeada 0.5123 
Nasir Ali  friendWith  T. Smith  has Account  J. Funds  fundsOrganization  
AlQeada 

0.3208 

Nasir Ali  associatedWith  A. G. College  has Account  J. Funds  fundsOrgani-
zation  AlQeada    

0. 2941 

Nasir Ali  friendWith  OsamaBinLaden  leaderOf  AlQeada   0.2733 
Nasir Ali  friendWith  T. Smith  memberOf  AlQeada   0..2511 
Nasir Ali  friendWith  Cabbar Ali  visited  Afganistan  hosts  AlQeada   0.2344 

 
The top ranked semantic association comes up first because its entities all belong to 
the “terrorism” region (with higher relevance than “financial”) and it is one of the 



longer associations. The second ranked semantic association includes entities only 
within the “terrorism” region as well, but it is a shorter path (longer paths are pre-
ferred in this example). The third association consists only of entities within the “fi-
nancial” region, which we would expect to be ranked lower that the first two because 
we have weighted the “terrorism” region higher. The remaining paths contain some 
nodes not within any region, thus they are ranked below the previous three associa-
tions as expected. The fourth and fifth semantic associations are ranked as such be-
cause they are both longer than the rest and contain more entities within the two re-
gions of interest. Note that the fourth association is ranked above the fifth because the 
“friendWith” relationship is more specific than the “associatedWith” relationship. 
When inspecting the last three associations, it is seen that they contain the least num-
ber of entities within a context. Thus, we would expect them to be ranked lower than 
the rest (due to the context being weighted so heavily). When we look at the sixth and 
seventh ranked associations, we see that the sixth is more specific in that entity 
“OsamaBinLaden” is the “leaderOf” “AlQeada”, where the entity “T. Smith” is only 
a “memberOf” the same Terrorist Organization. The path ranked lowest contains the 
least number of entities in some region of interest, as expected.  

4   Conclusions and Future Work 

Semantic associations primarily capture information relating two entities. We are 
interested in the path that relates two entities by a sequence of interconnected links. 
Discovering of such relations (explained in [2]) gives results containing multiple 
paths connecting two entities. These paths have different meaning depending on the 
type of relation or the type of entities in each of components (either resource or prop-
erty) of the path. The number of semantic associations between entities will grow 
much faster than the rate of the growth of a graph representing a knowledgebase and 
corresponding ontology. Also, understanding the relevance of each of the semantic 
association as a result of a query is arguably harder than determining a document’s 
relevance and ranking in a result provided by a typical search engine. Hence deter-
mining a good ranking strategy is crucial. 

In this paper, we defined a ranking formula that considers Subsumption Weight 
(how much meaning a semantic association conveys depending on the places of its 
components in the ontology), Path Length Weight (that allows preference of either 
immediate or distant relationships), Context Weight (how relevant is the path to the 
user interest – defined using our context specification framework), and Trust Weight 
(determining how reliable a relationship is according to its provenance). 

Currently we are working on ranking similarity associations (Definition 2). In fact 
this involves discovering all semantic connections between two entities (Definition 
1), and then measuring if and how these associations can be broken into semantically 
symmetric associations (e.g., two terrorist attacks may be similar because they might 
be symmetrically connected to same methods). A formal query language for semantic 
associations is currently under development. 

In order to assess the effectiveness of the ranking scheme outlined in this paper, 
standard ranking metrics such as precision and recall can be employed. However, we 



think metrics for context-aware ranking should be different than the traditional met-
rics only using precision and recall. Because we rank the results considering a context 
specified by the user, and the evaluation criterion would be very subjective according 
to user’s interests. Therefore, we believe a user-oriented assessment criterion is 
needed. 

The future work also includes improving the semantic association discovery algo-
rithms using the ranking scheme we have described in this paper for better scalability 
in very large data sets. For example, some partial paths can be pruned on the fly if 
their (partial) rank value drops under a predefined threshold.  
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