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	Proposed solutions
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	Simultaneous events – events scheduled to occur at exactly the same simulation time.

	Wieland: Threshold of event simultaneity (get mean) 

Fujimoto:

· Using hidden time stamp fields to order simultaneous events 

· Priority numbers

· Receiver-specified ordering

Others:

· by event

· by user-specified measure
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	“aggressiveness” : processing out-of –order events;  “risk”: allow out-of –order events to schedule new events
cause seg fault, corrupt heap of C/C++ environment.
	Nicol:
· send acknowledgement message
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	1. shared variables
2. pointer data structure

3. zero delay cycles

4. poor lookahead

5. high connectivity

6. load imbalance

7. high message traffic

8. low event or computation granularity

9. low inherent parallelism

10. high check-pointing overheads 
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	When a rollback occurs there are two primary sources of performance loss:

 (1) CPU time must be spent for the execution of the rollback procedures and

 (2) waste of CPU time

arises from the invalidation of event executions.


	Window-based Grain Sensitive (WGS) scheduling algorithm relying on the framework to keep low the CPU time for the execution of the rollback procedures and also to guarantee low waste of time due to event executions invalidated by rollback


	FRANCESCO QUAGLIA

On the Processor Scheduling Problem in Time Warp Synchronization



	Event ordering
	the formalization of simulation event ordering based on partially ordered set theory.


	Y.M. Teo1,and B.S.S. Onggo
Formalization and Strictness of Simulation Event Orderings


	Causality
Simultaneous events
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	This paper is a preliminary attempt to measure the performance effects of architectural features on PDES models.

impact of three architectural features on performance of PDES models: memory speed, relative memory and processor speeds, and cache sizes.
	improvements in processor performance relative to memory performance would have a detrimental effect on optimistic protocol performance, because state saving causes relatively poor cache performance, and a correspondingly greater reliance on memory performance.
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